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A comparison of peer and tutor feedback
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We report on a study comparing peer feedback with feedback written by tutors
on a large, undergraduate software engineering programming class. Feedback
generated by peers is generally held to be of lower quality to feedback from
experienced tutors, and this study sought to explore the extent and nature of this
difference. We looked at how seriously peers undertook the reviewing task, dif-
ferences in the level of detail in feedback comments and differences with respect
to tone (whether comments were positive, negative or neutral, offered advice or
addressed the author personally). Peer feedback was also compared by academic
standing, and by gender. We found that, while tutors wrote longer comments
than peers and gave more specific feedback, in other important respects (such as
offering advice) the differences were not significant.

Keywords: peer review; computing; feedback

Introduction

Asking students to provide written feedback on coursework produced by one or
more of their peers can have a positive effect on learning. Peer review is particularly
attractive in large classes, as a means of providing substantial quantities of feedback
quickly.

Nicol (2010) argues that peer feedback needs to be understood in terms of a dia-
logue, rather than as a direct substitute for instructor feedback. When students partic-
ipate in a peer review exercise, they take on several distinct roles. The first role is as
the author of a piece of work. They then become assessors, reading work produced
by one or more peers, forming an opinion on the work and generating feedback.
Next, they become receivers of feedback, making choices as to which advice to fol-
low and which to discard. A feedback dialogue with an instructor has a qualitatively
different form. It is predominantly one way (a monologue), and does not require stu-
dents to critically engage to the same degree.

Seeing a variety of good and poor examples can help students become more
detached and critical about their own work. Aside from possible concerns about pla-
giarism, there are generally few objections from instructors or students about this
exposure. Forming an opinion and generating feedback are significantly more cogni-
tively demanding, and we should therefore expect this phase of the peer review pro-
cess to provide the most important opportunity for learning. This is also the phase
that most concerns instructors and students. The final phase, receiving feedback, is
often perceived as the most important. This is, after all, the substantial (indeed, only)
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phase involved when feedback comes from the instructor. Replacing an expert
instructor with novices will reduce the quality of this feedback.

We distinguish here between quantitative and qualitative feedback: quantitative
feedback is provided in terms of numerical marks, qualitative feedback is provided
by way of textual comments. Our focus is on feedback given in first-year computing
science programming assignments. We have already demonstrated that, for a first-
year programming class, students’ quantitative marking does not differ significantly
from that of tutors (Hamer et al. 2009); in this paper, we focus on the quality of the
textual comments provided in the qualitative feedback, comparing the comments
provided by peers with those of tutors. Such analyses have been performed in other
domains (typically the social sciences and arts), and are typically concerned with
getting feedback on draft essays. Our work differs by considering feedback on com-
puter programmes, and in looking particularly at a cohort of students who, unlike
social science and arts students, are more used to working with numbers and
programme code than with text.

Related work

There is a substantial body of work on feedback and its relationship to performance
and learning. There is little doubt that feedback is a powerful influence (Hattie and
Timperley 2007), but complex interactions arise between the type and source of
feedback and its effect. Our intuitions about feedback do not always serve us well.

The effect of feedback quality on performance

Strijbos, Narciss, and Dünnebier (2010) investigated the impact of peer feedback
contents and reviewer competence on academic writing performance. They catego-
rised the feedback along the dimension of concise-general vs. elaborated-specific,
and reviewer competence was self-declared as high or low. Participants in the study
were graduate teacher training and psychology students, and the task was revising a
piece of academic text that contained various errors. They found that groups with
feedback from a low-competent peer outperformed groups with a high-competent
peer during a post-test. Students receiving concise general feedback outperformed
groups receiving elaborated specific feedback.

Gielen et al. (2010) investigated the impact of peer feedback characteristics on
essay quality in a group of Dutch secondary school students. Peer reviewers were
prompted to write a positive and a negative comment with an explanation and sug-
gestions for improvement for each paragraph in a draft essay submitted for com-
ment. The authors categorised the feedback according to appropriateness (related to
the assessment criteria or not), specificity (explanation of the judgement), justifica-
tion (reasoning behind the judgement), presence of suggestions for improvement,
presence of both positive and negative comments, presence of thought-provoking
questions and clarity. The authors found that the presence of justification signifi-
cantly improved the quality of the final essay, but only for those whose essays were
originally poor. Other quality criteria, such as appropriateness, specificity, clear for-
mulation and presence of suggestions did not have a significant impact on essay
quality.

Authoritative feedback can have negative as well as positive effects. Yang,
Badger, and Yu (2006) compared the responses of students in two writing classes,
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one of which received teacher feedback and one peer feedback. Peer feedback was
considered to be less trustworthy, so students receiving peer feedback were more
active in checking the feedback that they received against grammar books. Although
students used teacher feedback more in their revisions than peer feedback, students
receiving peer feedback were more actively involved in self-correction. Students
receiving peer feedback made more changes to the meaning of their writing, while
students receiving teacher feedback made more surface changes.

Comparing experts and peers

Cho, Schunn, and Charney (2006) asked students in psychology and education to
review writing submitted by their peers using SwoRD, a web-based peer review sys-
tem. Reviews were conducted by undergraduate students, graduate students and an
expert reviewer. The feedback comments were categorised as directive (suggestion
to make a specific change), non-directive (suggestion to make a non-specific change,
such as improve spelling), praise, criticism, summary or off-task. They found that
the length of the expert comments was greatest, followed by graduate students and
undergraduate students in decreasing order. The following significant differences
were identified in the analysis of the comment categories:

� the expert produced approximately three times as many directive suggestions
as the other groups;

� the expert and graduate students provided more non-directive comments than
the undergraduate students;

� undergraduates produced more praise comments than the expert (almost 70%
more praise) and graduate students. Graduate students produced the most
criticism;

� the expert produced the fewest summary statements.

Cho et al. (2008) showed (in the context of revising draft essays for a social
science course) that multiple peer reviews can result in a greater improvement in the
quality of an essay than a single expert reviewer or peer reviewer. They suggest that,
when the target audience consists of non-experts, non-expert reviewers are just as
helpful (or more helpful) than expert reviewers. They also found (Cho and
MacArthur 2010) that single and multiple peer feedback contained more non-direc-
tive feedback and more praise than expert reviews, concluding that students who
received feedback from multiple peers improved their essays more than those
receiving expert feedback.

Davies (2006) analysed the comments that third-year students provided when
peer reviewing essays about computing. He found that the weaker students in the
class (lower two quartiles) tended to provide less critical feedback, while the stron-
ger students (upper two quartiles) were more critical. Students were especially criti-
cal of referencing and explanations, and tended to provide holistic positive
comments rather than specific positive comments.

Context

The Engineering Computation and Software Development course (ENGGEN 131) is
a compulsory course for all first-year engineering students at the University of
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Auckland. The 12-week course consists of a MATLAB programming module taught
over the first six weeks, and a C programming module taught over the final six
weeks. Each module includes a medium-sized programming project contributing
10% toward the final grade. The project submissions are graded by employed tutors
(typically engineering graduate students), who complete a rubric prepared by the
course instructor. For the C module of the course, once the project submission dead-
line has passed, each student is allocated four randomly selected projects to review.
Students participating in this peer review process complete an identical rubric to that
of the tutors, and are awarded 2% towards their final grade for completing all four
reviews. Students were given a preparatory exercise using the peer review tool,
aimed at familiarising them with the process.

A total of 613 students sat the final examination and 599 made a submission for
the project in the C module of the course. We will refer to these 599 students as pro-
ject authors: 538 of the project authors then went on to complete their allocation of
peer reviews. The project itself required students to implement an exhaustive search
algorithm, and was graded out of a total of 25 marks. The rubric was divided into
three sections: style (6 marks), correctness (17 marks) and efficiency (2 marks).

Submitted code that was well commented, consistently indented and made
appropriate use of functions would be awarded the marks in the style section of the
rubric. The correctness marks were awarded if the programme compiled without
warning and produced the correct output for several input data-sets. The efficiency
marks were awarded if the project author had implemented several basic pruning
strategies allowing the programme to compute solutions to several larger data-sets in
a reasonable amount of time.

For each of the three sections of the rubric, an open-ended comment area was
available for providing feedback to the project author. In this paper, our analysis
focuses on the extent and type of the feedback written in these comment areas by
both tutors and student peer reviewers.

Research questions

We do not consider here the effect of feedback quality on performance, but focus
rather on the comparison between tutors’ and peers’ feedback. Our context is large
first-year programming courses, in contrast to prior work which focused on essays.
We anticipate our results to differ from the prior studies because of the differing
nature of the assessment.

Our research questions are:

� Q1: How seriously did the peers take their responsibilities? We consider this
with respect to the number of comment boxes completed (Q1a) and the length
of the comments (Q1b).

� Q2: Was there any difference between the peers’ and tutors’ reviewing? We
consider this with respect to the general/specific dimension (Q2a), with respect
to the positive/negative/neutral/advice/personal/off-topic dimension (Q2b) and
with respect to the marks given (Q2c).

� Q3: Were there any differences with respect to personal characteristics,
specifically academic ability (Q3a) and gender (Q3b).
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Methodology

We began by making a random selection of 10% of the project authors. Each student
in this sample of 59 was marked by one tutor and peer reviewed by up to four stu-
dents. We collated and classified all of the comments generated by both the tutor
marking and peer reviewing processes for all project authors in our sample.

Comments were classified by four coders. The coders initially discussed the cod-
ing scheme and classified 10 sample comments together. The comments were then
divided in two, and each coder independently classified half the comments. After
this initial classification, the coders paired up and compared their results, coming to
a consensus decision on any differences. Comments were assigned uniform anony-
mous identifiers, so the coders were not aware of whether a comment was written
by a tutor or a student.

The three primary categories for classification were ‘positive’, ‘negative’ and
‘advice/action’. A comment was classified as positive if it highlighted something
that was done well, and negative if it highlighted something that was done poorly.
Advice/action comments gave suggestions for making modifications to the pro-
gramme. Moreover, these three primary categories were further divided into specific
and general. Specific comments targeted particular elements of the code, whereas
general comments were either vague or more high-level. We defined two additional
categories: ‘personal voice’ and ‘off-topic’. Comments were classified as personal
voice if they were written in the second person (i.e. ‘you’) or included other per-
sonal features such as emoticons.

Off-topic comments were unrelated to the project. This gave us a total of eight
categories, and each comment could be classified with any number of these.

Examples

Examples of feedback belonging to each category, taken from student comments,
follow:

S+: Comments in this category provided positive feedback about a specific ele-
ment of the code.

� Good use of functions. There were 4 functions used in total in the programme
which makes it easier to read.

� The commenting is very descriptive which is good.

S−: Comments in this category provided specific negative feedback about the
functionality, style or correctness of the programme.

� The title is not printed to screen.
� A large section of code in the main function is indented too far.
� Indentation: Block of code starting from line 111 has one level of indentation
too many.

S0: Comments in this category were specific, but were not obviously positive or
negative in tone.
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� Otherwise comments are there.
� Values may or may not be correctly allocated, this is irrelevant to the mark-
ing.

SA: Comments in this category provided specific advice to a student about how
to improve their code.

� Your code should have terminated when the solutions were printed out. This
did not happen because you wrote y = +1, which does not increment y.
Instead, you should use y = y + 1 or y++.

� When you are reading in the data, you need to keep a counter of the #charac-
ters, and when that matches the required data-set, the following data can be
read in.

� To prevent the majority of your code existing within an else statement (for the
null file pointer test), you could place a ‘return 1’; or exit in the else statement
and continue your code outside of the conditional.

G+: Comments in this category are general comments that are positive. The
comments do not relate to a specific element of style or requirement specified in the
assignment.

� Good style.
� Codes works well. Well done!
� Nicely done.

G−: Comments in this category are general negative comments. They do not
refer to any specific elements of code, but are instead comments directed at the over-
all quality (summary comments).

� almost all marks lost here due to incompleteness
� this code appears incomplete
� does not seem to work very well

G0: Comments in this category are general comments that do not have either
positive or negative connotations. Few comments occurred in this category.

� I dont know this!!

GA: Comments in this category provided general advice to peers, but did not
refer to specifics within the code.

� be more careful

PV: Comments in this category were personal in tone in that they recognised that
the comments, although being about a submission, were directed to another person.
Many of these were combined with one of the other categories, linked with a general
or specific criticism.
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� Honestly, programming is not that hard - I’m sure if you tried, you could do it
� I don’t get what u are trying to do here.

OT: Comments in this category were off-topic.

� off-topic: any comments on my marking or comments my mail is xxxxxx@hotm
ail.com

We categorised each comment separately, and in some cases a single comment
attracted more than one of the eight categories. As an example, the following
comment in the ‘correctness’ section of the rubric:

Good work. However set 4 was not quite correct, missed out the 11 box when printing
results.

was classified as ‘general-positive’ and ‘specific negative’.

Data analysis

Our analysis investigates differences between the feedback provided by peer review-
ers and that provided by tutors, both in terms of the quantity and in terms of the cat-
egories described previously. We also consider whether certain demographic
information, such as gender and ability, has an impact on the comments written by
peer reviewers.

Although the rubric asked students to comment on three aspects of the submis-
sion (correctness, style and efficiency), the efficiency part of the submission was
optional. This meant that several of the efficiency comment boxes were either empty
or simply said ‘not done’. We have, therefore, removed all the efficiency comments
from our analysis. Thus, for each review, we analysed two comment boxes: one for
correctness and one for style.

We chose a random 10% of the authors (59). Each author’s submission was
marked by one tutor, providing a total of 118 tutor-comment boxes; of these, 43
were empty, leaving 75 tutor-comments for analysis. There were 25 tutors. Each
author’s submission was allocated to four peer reviewers: 24 peer reviews (repre-
senting 11%) were not done at all, leaving 208 completed peer reviews, and a total
of 416 peer-comment boxes. Of these, 113 comment boxes were empty, providing a
total of 283 peer-comments for analysis. As we were looking at the quality of the
comment text, it does not make sense to consider empty comments. There were 182
peer reviewers involved in reviewing these 59 authors.

Question 1a

How seriously did the peers take their responsibilities with respect to the number of
comment boxes completed? There is no significant difference between the number
of comments boxes completed by peers and tutors (Table 1). However, it is interest-
ing to note that some tutors did not write any comments at all, resulting in 14 tutor
reviews (of the 59) having no comments. These tutor reviews have been excluded
from all of the analyses below. We felt that in these cases the tutor had
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underperformed. As our aim is to compare peer reviewing performance against
competent tutor reviewing, it is appropriate to remove these poor reviews.

We did not similarly remove peer reviews with no comments as, unlike with
tutors, instructors are unable to choose which peers should provide reviews. This
leaves 253 reviews: 208 peer reviews and 45 tutor reviews for further analysis.

Question 1b

How seriously did the peers take their responsibilities with respect to the length of
the comments? The total comment length per review was longer for tutors than
peers, as was the length of the comments provided per comment box. This was the
case overall, as well as for both correctness and style comments (see Table 2).

Question 2a

Was there any difference between the peers’ and tutors’ comments with respect to
the general/specific dimension? Tutors tended to give more specific feedback than
peers overall. This is also the case for correctness comments, but not for style
comments, where there is no significant difference (see Table 3).

Table 1. Comparison of number of comment boxes completed by peer and tutors, showing
no statistical significance.

Peers Tutors Mann–Whitney p

Total number of
comment boxes
completed

283, out of
416 (68%)

75, out of
118 (64%)

U = 23,447,
n = 534

0.376

Mean number of
comment boxes
completed per
review [0,2]

1.36 n = 208 1.27 n = 59 U = 5696.5,
n = 267

0.343

Total number of
correctness
comment boxes
completed

143, out of
208 (69%)

40, out of
59 (68%)

U = 6077.5,
n = 267

0.890

Total number of
style comment
boxes completed

140, out of
208 (67%)

35, out of
59 (59%)

U = 5646,
n = 267

0.255

Table 2. Comparison of length of comments completed by peer and tutors. Tutors wrote
significantly longer comments.

Peers Tutors Mann–Whitney p

Total comment length per
review (tokens)

25.25 n = 208 51.82 n = 45 U = 2526.5, < 0.00 <0.001

Mean comment length over all
comment boxes

12.62 n = 416 25.91 n = 90 U = 12882.5 <0.001

Mean correctness comment
length over all comment boxes

12.12 n = 208 33.11 n = 45 U = 2688 <0.001

Mean style comment length
over all comment boxes

13.13 n = 208 18.71 n = 45 U = 3732 0.031
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Question 2b

Was there any difference between the peers’ and tutors’ comments with respect to
the positive/negative/neutral/advice/personal/off-topic dimension? Tutors make sig-
nificantly more negative comments than peers. Peers tend to give more positive
comments than tutors, but this difference only approaches significance. Tutors give
more advice than peers, but again, this difference only approaches significance (see
Table 4).

From the authors’ point of view, was there a difference in the total amount of
feedback they got from tutors when compared to their peers? This is to be expected,
given that each author’s submission was reviewed by four peers, and only one tutor,
so there is no question that each author would receive more feedback from peers
than tutors. It is, however, a crucial question, as we wish to demonstrate the large
amount of feedback that can be obtained by peer reviewing. In this analysis, we
include those tutor reviews that have no comments (see Table 5).

Table 3. Comparison of length of comments completed by peer and tutors, broken down by
general and specific phrases.

Mean number of … Peers Tutors Mann–Whitney p

General phrases per review 0.66 n = 208 0.58 n = 45 U = 4420 0.531
Specific phrases per review 1.52 n = 208 1.89 n = 45 U = 3803 0.043
General phrases per comment box 0.33 n = 416 0.29 n = 90 U = 17,982 0.468
Specific phrases per comment box 0.76 n = 416 0.94 n = 90 U = 15912.5 0.016
General phrases per correctness
comment box

0.38 n = 208 0.29 n = 45 U = 4264 0.262

Specific phrases per correctness
comment box

0.69 n = 208 0.96 n = 45 U = 3777 0.028

General phrases per style comment box 0.28 n = 208 0.29 n = 45 U = 4633 0.892
Specific phrases per style comment box 0.84 n = 208 0.93 n = 45 U = 4182 0.232

Table 4. Comparison of length of comments completed by peer and tutors, broken down by
positive/negative/neutral/advice/personal/off-topic.

Mean number of … Peers Tutors Mann–Whitney p

Positive phrases per review 1.24 n = 208 0.19 n = 45 U = 3948 0.085
Negative phrases per review 0.74 n = 208 1.22 n = 45 U = 3015 <0.001
Neutral phrases per review 0.01 n = 208 0.02 n = 45 U = 4643 1.000
Advice phrases per review 0.19 n = 208 0.31 n = 45 U = 4130 0.085
Personal voice phrases per review 0.34 n = 208 0.42 n = 45 U = 4191 0.154
Off-topic phrases per review 0.00 n = 208 0.00 n = 45 U = 680 1.000

Table 5. Comparison of total amount of feedback from peers and tutors.

Peers Tutors Mann–Whitney p

Mean number of comment
tokens received per author

89.0 n = 59 39.5 n = 59 U = 3.872 <0.001
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Question 2c

How did the marks given by peers differ from those given by tutors? As well as giv-
ing space for reviewers to provide comments, the marking rubric also asked for
marks to be allocated under different categories. The maximum number of marks
that could be awarded to any submission was 25.

We have already addressed the question of the difference between tutor-given
and peer-given marks (Hamer et al. 2009), where we found a correlation of R =
0.713. So as to verify those results, we repeat the analysis here, by determining
whether there is a correlation between the tutor-given and peer-given marks for the
59 submissions. The peer-given mark used in this analysis is the mean of all the
marks given by the peer reviewers.

We include those tutor reviews with no comments, as, in this analysis, we are
only interested in the marks given. There is no significant difference between the
marks given by peers and those given by tutors, with, on average, peers giving less
than one mark less than tutors (see Table 6). The correlation between the peer-given
and tutor-given marks is r = 0.748, p≪ 0.001, which is similar to previous studies
(Hamer et al. 2009). The regression formula is peer-given mark = 5.4649 + 0.7408 ×
tutor-given mark (see Figure 1).

Table 6. Comparison of mean marks given by peers and tutors.

Peers Tutors
Paired sample

t-test p

Mean mark 18.20, σ = 5.45, max = 23,
min = 1.33, n = 59

18.95, σ = 5.40, max = 23,
min = 0, n = 59

t = 1.491 0.167

0 5 10 15 20

5
10

15
20

Tutor mark

P
ee

r 
m

ar
k

Figure 1. Scatter plot of tutor and peer marks.
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Question 3a

Does the comment data differ according to the ability of the student peer reviewer?
Based on examination marks after the peer review, we divided the 182 peer review-
ers into four ability quartiles:

(Q1) 0–57 (24.2%, n = 44)
(Q2) 58–69 (24.7%, n = 45)
(Q3) 70–81 (29.1%, n = 53)
(Q4) 82–90 (22.0%, n = 40)

The mean examination mark over all 182 peer reviewers was 68.29 (min = 15,
max = 90).

We analysed the comments given in all 208 peer reviews, with respect to these
quartiles, and considering several different aspects of the comments. The higher per-
forming students tended to give more general, and more negative comments than the
lower performing students (see Table 7).

Question 3b

Does the comment data differ according to the gender of the student peer reviewer?
Of the 182 peer reviewers, 161 were men and 47 were women. The only gender dif-
ference found were that women tended to give more general comments than men,
and used the personal voice more often (see Table 8).

Analysis summary

Forming an opinion is understood to be cognitively demanding, and our results gen-
erally support this. Tutors are better at being specific when commenting on pro-
gramme correctness and (along with higher performing students) are more prepared
to make negative comments. Tutors also write more in each review, although the
total quantity of feedback is greater from peers due to the writing of multiple
reviews.

In other regards, however, differences between tutor and peer commenting were
not significant. Tutors did not provide more advice, and nor did they give more spe-
cific comments when commenting on programme style. There were no statistically

Table 7. ANOVA comparison of mean number of peer comment types by peer quartile.

Mean
total

comment
length

Mean
action

comments

Mean
specific

comments

Mean
general
comment

Mean
positive
comments

Mean
negative
comments

Mean
personal

voice comments

Q1 (n = 50) 23.68 0.14 1.16 0.58 1.06 0.52 0.32
Q2 (n = 55) 19.18 0.13 1.56 0.42 1.15 0.71 0.29
Q3 (n = 58) 25.12 0.24 1.48 0.72 1.21 0.74 0.31
Q4 (n = 45) 34.55 0.27 1.93 0.98 1.60 1.02 0.47
ANOVA p = 0.253 p = 0.296 p = 0.079 0.003a p = 0.121 0.030b p = 0.523

aQ4 is significantly different from Q2 ( p = 0.02).
bQ4 is significantly different from Q1 ( p < 0.016).
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significant differences in the number of general, positive, neutral, personal voice and
off-topic comments between the two groups.

Some minor stylistic differences were observed between female and male
students, with women using the personal voice more often and writing more general
comments.

Conclusion

Our study has explored the differences and similarities in the feedback given by
tutors and student peers under similar conditions. We have not asked whether indi-
vidual pieces of feedback are ‘right’ or ‘wrong’, but looked instead at the nature of
the feedback: its specificity and positivity, and whether it is actionable, personal or
off-topic.

We expected, and found, that tutors identify more points to comment on than
peers, and are able to make more specific comments on technical matters such as
correctness. The increased frequency of negative comments in reviews by tutors and
by high performing students reflects a confidence in the course material. This pattern
conforms to our own anecdotal observation that negativity increases with the initial
acquisition of expertise, but then subsequently reduces as teaching experience tem-
pers expectations.

In other respects, the characteristics of feedback we measured were surprisingly
similar. Where judgement is being made on matters that are not strictly ‘right’ or
‘wrong’, the feedback between tutors and peers showed no significant differences.
The reasons for this are not clear. It suggests that even after two or three years of
study, tutors are not appreciably more confident about the aesthetics of programme
code than novices. Perhaps this is not surprising, as few opportunities are provided
elsewhere in the curriculum for students to engage in discussions on programming
style.

We, and others, have argued that effective peer review does not depend on the
feedback produced by peers being of the same standard as tutors, as its primary
value arises from the process of writing a review. Any help elicited by the feedback
received can therefore be considered a bonus. The quality of the feedback produced
is a reflection of how successfully students accomplished the peer review task. For
this particular course, we see evidence of a good match between the challenges of
the review task and the abilities of the cohort. The feedback provided by tutors on
technical issues may be more specific than that given by peers, but not on more
subjective matters.

Table 8. Comparison of mean number of peer-comment types by gender.

Mean
total

comment
length

Mean
action

comments

Mean
specific

comments

Mean
general
comment

Mean
positive
comments

Mean
negative
comments

Mean
personal
voice

comment

M (n = 161) 23.65 0.17 1.48 0.59 1.15 0.73 0.27
F (n = 47) 30.70 0.25 1.66 0.92 1.53 0.78 0.57
Mann–Whitney U 3302 3472 3532 2993 3210 3616 3070
p 0.181 0.186 0.476 0.016 0.099 0.618 0.009
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Of interest, but not investigated directly in this paper, is the question of how stu-
dents engaged with the feedback they received. In the introduction, we described
peer feedback as a dialogue, in contrast to the monologue character of instructor-
generated feedback. Yang et al.’s (2006) observation that students respond to teacher
feedback in a more passive manner are most pertinent, as this points to a potentially
deep and significant benefit of peer review. Further research into student engagement
with peer feedback would be of value. We note the design of the peer review activ-
ity used in the course we studied does not provide an opportunity for any extended
dialogue between students, and we suggest this would be a productive direction to
enhance the use of peer reviewing.

On a closing note, we observed in an earlier paper (Hamer et al. 2009) that a
policy of employing tutors by considering the quality of their peer reviewing in pre-
vious years, rather than simply on their academic grades, appeared effective. The
course here did not adopt this policy, and this may have resulted in a somewhat
mediocre team of tutors. Improvements may only arise through regular peer review
practice across the curriculum, with a focus on developing reviewing skill.
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